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Nobody ever figures out what life is all about, and it doesn’t matter. Explore the world. Nearly everything is really interesting if you go into it deeply enough.

— Richard P. Feynman
ABSTRACT

Methylammonium lead iodide (MAPI) is thought to be a direct bandgap semiconductor. The nature of this direct bandgap stands in contrast to the long charge carrier lifetimes of up to 15 μs that this material exhibits. I present experimental evidence for the presence of an indirect transition 60 meV below the direct transition. Charge carriers in (MAPI) decay via an indirect transition, requiring a phonon for the decay. The necessary phonon contribution renders the decay inefficient, thus slow.
If I have seen further, it is by standing on the shoulders of giants.
— Isaac Newton, 1676
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**ACRONYMS**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>Methylammonium</td>
</tr>
<tr>
<td>FA</td>
<td>Formamidinium</td>
</tr>
<tr>
<td>MAPI</td>
<td>Methylammonium lead iodide</td>
</tr>
<tr>
<td>PL</td>
<td>Photoluminescence</td>
</tr>
<tr>
<td>TCSPC</td>
<td>Time Correlated Single Photon Counting</td>
</tr>
<tr>
<td>IRF</td>
<td>Instrument Response Function</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>UV-Vis</td>
<td>Ultraviolet-Visible light absorbance</td>
</tr>
<tr>
<td>PDS</td>
<td>Photothermal Deflection Spectroscopy</td>
</tr>
<tr>
<td>IV</td>
<td>Current Voltage</td>
</tr>
<tr>
<td>LED</td>
<td>Light Emitting Diode</td>
</tr>
</tbody>
</table>
In the next two decades the primary energy consumption is expected to rise by 50% [1]. Growing energy needs warrant a solution that can generate electricity without generating CO₂. Especially underdeveloped, non-OECD countries are likely to retrace to coal, gas, and oil power plants to supply their energy needs, just as early 1900s Europe and United States have done. This could lead to dramatically increased CO₂ output that endangers humanity’s survival on large parts of the globe. Poor countries cannot afford countermeasures to the changing climate and are therefore most affected by environmental changes. Since wave, hydrogeology, and wind power plants have already been largely installed in the most cost efficient places, the only practically unlimited and scalable source of CO₂ neutral and cheap energy remains to be photovoltaics [2]. Great advances have been achieved in making standard silicon solar cells cheaper. As time progresses, it becomes increasingly hard to improve on this highly engineered material.

In addition to silicon, several new materials are currently being investigated as cheap and efficient alternatives that could replace silicon in the mid to distant future. One of these emergent materials is the class of crystals called perovskites. Perovskites are defined by an ABX₃ crystal structure with a wide variability of possible elements on the respective A, B, and X sites. In perovskites used for solar cells the A site is either an organic (e.g. Methylammonium (MA) or Formamidinium (FA)) or inorganic (e.g. Cesium) cation; the B site is occupied by a metal cation (e.g. lead, copper, or tin); the X site is occupied by a halide anion (e.g. iodide or bromide). Methylammonium lead iodide (MAPI) is one material that is particularly interesting because it is the “prototypical” perovskite with the largest body of research conducted, the high solar cell efficiencies of 17% [3] and “clean” structure lacking a mixture of perovskite types. MAPI has a CH₃NH₃⁺ ion on the A site, a lead atom on the B site, and three iodine atoms on the X site, surrounding the lead (Fig. 3). This work studies the properties of MAPI exclusively.

The following chapter gives an overview of the mechanisms of charge carrier generation and decay in MAPI. The main task of a solar cell is to absorb energy in the form of light and to convert it into usable electrical energy. This can be very crudely split into two parts. Firstly, light absorption, resulting in charge carrier generation, and subsequently the extraction of those charge carri-
ers. Light is absorbed if the photon energy is higher than the intrinsic bandgap energy of the semiconductor. The absorption efficiency depends on the material, and more specifically on the nature of the bandgap, being either direct or indirect. A bandgap is considered to be direct if there is no additional lattice vibration (phonon) needed for the absorption process to happen. Direct bandgap semiconductors generally exhibit strong absorption. In contrast, an indirect bandgap has less efficient absorption, since the absorption process requires an additional phonon.

Consequently, the absorption coefficient of the direct bandgap semiconductor gallium arsenide is about one order of magnitude higher than that of the indirect semiconductor silicon. MAPI is known to be a direct bandgap semiconductor, and exhibits strong absorption (Fig. 1).

After the photon is absorbed, a free electron and hole pair is created. So-called holes are particles with a positive elementary charge that arise when an electron is missing from the neutrally charged crystal lattice. Upon creation, the hole has the exact opposite momentum of the electron, due to momentum conservation. In many organic compounds the two charge carriers (electrons and holes) are still bound to each other and cannot move freely. This bound state is called exciton. In organic materials this is the only species that is populated after the absorption of a photon. In these systems the binding energy is high (\( \sim \) eV) which means that the thermal energy at room temperature \( (k_B T \sim 25 \text{ meV}) \) is not sufficient to overcome the binding energy. In MAPI perovskites different binding energies ranging from 10 meV to 60 meV have been reported [6]. Lately, the field has converged towards the view that the binding energy is low, leading to free charge

---

**How does MAPI absorb light?**

**Figure 1:** Absorption coefficient of crystalline silicon, gallium arsenide, and MAPI taken from [4, 5]. Silicon, being an indirect semiconductor has lower absorption than the direct semiconductors gallium arsenide and MAPI.

**Are there free charges?**
carriers being the dominating species [6]. In this study charge carriers are assumed to be free.

Following the generation of free charges, the carriers have to be extracted before they decay and the energy is lost to heat. Whether effective extraction can happen depends on the thickness of the active solar cell material. The thickness should be on the same order or smaller than the diffusion length.

\[ L_d = \sqrt{D\tau} \]  

With the diffusivity \( D \) and the lifetime of the charge carriers \( \tau \). This shows that the efficiency of charge carrier extraction is directly related to charge carrier lifetime.

Charge carriers have two main decay channels at low charge carrier density; monomolecular decay, which is thought to be trap mediated and dark, and bimolecular decay involving two charge carriers that recombine and emit a photon of bandgap energy.

Absorption and emission of photons are governed by the same transition matrix element. A material with a high absorption coefficient therefore usually has short lived charge carriers and *vice versa*. This can also be understood *via* the nature of the bandgaps. Indirect bandgap semiconductors require a phonon to emit a photon (which has no net momentum). The photon emission process (PL) is therefore less efficient in an indirect semiconductor in comparison to a direct semiconductor. Hence, there is a trade off between absorption efficiency and charge carrier extraction efficiency. The direct semiconductor gallium arsenide has a charge carrier lifetime in the \( \sim \) ns range, the indirect semiconductor silicon has a charge carrier lifetime in the \( \sim \) ms range [7].

![Figure 2: Bandgap schematics of a direct (left) and indirect (right) semiconductor. Arrows depict absorption processes.](image)

Surprisingly, this fundamental principle seems not to apply in MAPI perovskites. MAPI is known to be a direct semiconductor with efficient absorption (Fig. 1), but it also has very long charge carrier lifetimes

---

1 decay involving only one charge carrier
in the range\(^2\) of \(\sim \mu\)s, and thus efficient charge carrier collection. Both high absorption and good charge carrier collection enables the high solar cell efficiency in MAPI. Unraveling the seemingly contradicting properties of direct bandgap and long carrier lifetime are the main topic of this work.

1.1 OVERVIEW OF POSSIBLE EXPLANATIONS

Many possible explanations have been developed in the literature to address this seemingly contradictory behavior, responsible for the high solar cell performance of MAPI perovskites. Three will be shortly investigated below.

1.1.1 Triplet excitons

Fang et al. assign the long lived states in MAPI to triplet excitons [8]. It seems that the main motivation for doing so is the long charge carrier lifetime in the \(\mu\)s range. The exchange energy which determines the difference in energy between singlet to triplet state is measured to be 80 meV, which is large in comparison with the theoretically expected value of 2 meV, as the authors note themselves. Also, the reported increasing importance of the side peak with lower temperature does not fit into the triplet picture.

For triplet excitons to develop from singlet excitons, singlet excitons have to be the majority species. However, as mentioned before, free charge carriers are seen to be the majority charge carriers. The requirement of existing singlet excitons in MAPI seems therefore not to be met. If there would be sufficient singlet exciton states, the high intersystem crossing rate given by the heavy elements in MAPI would also result in a short lifetime of triplet states.

1.1.2 Polaron

Zhu and Podzorov suggest that charge carriers are protected from electron-phonon scattering by forming large polarons [9]. The screening would lead to prolonged lifetimes. A polaron is a coherent motion of many lattice subunits, which allows for coherent transport of charge carriers. The MA ion in the middle of the cage is here vital for the formation of the polaron because it supplies the needed electrostatic potential. However, long charge carrier lifetimes are also reported in perovskites containing cesium on the A site. Cesium, being an atom, has no dipole moment and would therefore not supply an electric field, raising questions about the range of materials in which

\(^2\) Depending on crystal quality, deposition methods, used precursor, and sample age.
polarons can explain long charge carrier lifetimes. This explanation might model some features of MAPI, but direct proof of their existence has not yet been found.

1.1.3 Microstructure

Quilettes et al. notes that the lifetime and PL intensities vary greatly between grains of the same material [10]. Especially the boundaries of the grains exhibit different lifetimes, suggesting that the microstructure has an important impact on the macro scale behavior. Faster charge carrier decay is attributed to traps at the grain boundaries, which also explains the locally reduced Photoluminescence (PL) intensity.

1.2 INDIRECT BANDGAP CAUSED BY RASHBA SPLITTING

In this work I will show that the long charge carrier lifetimes in MAPI, a direct bandgap semiconductor, result from a slightly indirect transition, appearing 60 meV below the direct transition (schematics seen in Fig. 4).

This indirect transition appears due to spin-orbit coupling, made possible by the presence of a heavy element, lead, and an electric field lifting the degeneracy in energy between the spin states. The band structure that describes the electron energy landscape has been calculated in many different ways; recently [11] have presented a quasi particle self consistent treatment of the problem and have found a spin orbit split of the conduction band in the wavevector space.

The conduction band is residing mainly on the lead atom in the middle of the lead-iodide sub-lattice cage. Lead is a very heavy atom with an atomic number of 82, meaning that the spin orbit coupling of its electrons is strong3. The valence band is mainly located around the iodide atoms, which have a lower mass and therefore lower spin orbit coupling. The existence of a net electric field, which can be caused by the MA ion and lead-iodide sub-lattice tilting, allows for a energy split of the normally degenerate spin up and down states in electron wavevector space. The so called Bychkov-Rashba Hamiltonian describes this system [13]:

$$\mathcal{H} = \frac{\mathbf{p}^2}{2m} - \frac{\hbar}{4m^2c^2} \frac{\hbar}{\alpha} \mathbf{\sigma} \cdot (\mathbf{p} \times \nabla V)$$

where

$$\alpha = Z^2$$

3 The spin orbit coupling scales with $Z^2$ [12]
The potential $\nabla V$ can arise in crystals lacking inversion symmetry [14]. There is an electrical field contribution from the tilting of the lead-iodide cage in at least one plane of the crystal, as well as an influence of the MA ion, which can also add to the total electrical field.

Figure 3: Tilting of the MAPI sub-lattices in the tetragonal phase, present at ambient conditions. Left: view from $<100>$ direction; Right: view from $<001>$ direction. Iodine atoms are depicted in violet and surround the lead atoms; the floating molecule is MA. The tilting is one source of an electrical potential acting on the led orbitals and lifting the energy degeneracy. Taken from [15] under CC 3.0 license.

The first part of the Hamiltonian is the normal case without spin orbit coupling, leading to parabolic bands. The second part leads to the shift left and right from the direct transition, as can be seen from the resulting energy eigenvalues.

$$e_{\pm}(k) = \frac{\hbar^2}{2m} k^2 \pm \alpha k$$  \hspace{1cm} (3)

where 

- $k$ electron wave vector 
- $m$ electron mass 
- $\alpha$ strength of the spin orbit coupling as defined in Eq.(2)
The degenerate parabolic bands are therefore shifted to the left and right in wavevector space which can also be seen in the band structure calculated by Brivio et al.\cite{15} and depicted in a schematic in Fig. 4.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{band_structure.png}
\caption{Schematics of the MAPI band structure, showing a split conduction band (mainly on the lead atom) and a valence band (mainly on the iodine atom)}
\end{figure}

In the following paragraphs I will show how this split of the conduction band can explain the MAPI properties of high absorption coefficients, typical for a direct semiconductor, and the long carrier lifetimes, typical for an indirect semiconductor.

**Effects on absorption** The absorption of photons in the above mentioned band structure can still happen without the need of a phonon. There is still a direct transition that is accessible by photons with energy higher than the (direct) bandgap energy. According to Fermi’s golden rule, the density of states of both the starting and end states has to be high for a fast absorption. Since the valence band does not have a strong splitting, there are many states near $k = 0$ available. Additionally, the energy difference between direct and indirect band-edge is small (60meV), so there are still enough states available in the conduction band for the transition to occur. This means that an efficient absorption is possible despite the indirect transition being lower in energy. Weak absorption is also expected into the indirect bandedge, at photon energies 60meV below the direct bandgap, as shown in chapter 4.

**Effects on charge carrier lifetime** The long carrier lifetime can be explained by the indirect nature of the bandgap ([12]).
Most light is absorbed via the direct transition, the generated charge carriers quickly relax to the energetically lower bandedges left and right in wavevector space from the direct transition (see Fig. 4). The excess energy is lost through heat, i.e. phonons (Fig. 4). At the bandedges the electrons then need a phonon to recombine radiatively (by recombining with another charge carrier) or non-radiatively (by being trapped at a trap state). This makes the decay inefficient, resulting in a long lifetime. The lifetime should then depend on the spin orbit coupling strength and the electric potential gradient, both changing the split in momentum space. The phonon density of states influences the lifetime, because a higher number of phonons with the required momentum will render the decay more efficient.

1.3 EXPERIMENTAL METHODS

1.3.1 Sample preparation

The MAPI samples were prepared by TianYi Wang. The lead iodide and the methylammonium iodide precursors were mixed and spin coated on a silica substrate. The samples were annealed on a hotplate which formed a dark brown film of around 300 nm thickness.

1.3.2 Pressure induced band structure change

A small change in atomic distance leads to drastic changes in the wavefunction overlap of the orbitals around the atoms, which in turn changes the band structure. This behavior has been observed for other materials [16, 17]. The absorption, photoluminescence and charge carrier lifetime are investigated while the band structure changes under the application of pressure. This information can be used to find evidence for or against the hypothesis of an indirect bandgap.

I employ hydrostatic pressure experiments to change the crystal structure, which includes the distance of the lattice constant and possibly of sub-lattice tilting angles. The Young’s modulus of MAPI is relatively low (~ 20 GPa, [18]), allowing for a change of ~ 2% of the lattice constant at 400 MPa.

We use a ISS Llc pressure system. It contains the pressure cell, roughly 10cm wide, and a pressure generator in the form of a manual pump (Fig. 5). The pressure cell is filled with an inert pressure liquid: Ethanol, 3M Fluorinert FC43, or 3M Fluorinert FC72 used in this work. The pressure liquid transmits the pressure from the piston in the pump into the pressure cell. The pressure can be read off a manual gauge with an error of 20 MPa, as estimated from the experiment to experiment variation. We can access the sample optically through four sapphire windows. Simultaneous excitation and collect-
tion of light is possible. An electrical plug is available which allows for an electrical feed through. This plug was used in chapter 5.

Figure 5: Background: Pressure cell from ISS Llc., with four windows for optical measurements and a plug on top that connects to a pressure tube used to transfer the Fluorinert FC-72 pressure liquid. Banana for scale. Foreground: manual pump with liquid reservoir, valves, and analog pressure gauge.
1.4 STRUCTURE OF THIS WORK

This work contains three pressure measurement chapters and one data analysis chapter, structured as follows:

**First** Steady state PL measurements under pressure are explained in Chapter 2, giving insight in the emission energy of MAPI.

**Second** The main part of this work is the measurement and analysis of transient PL data under pressure in Chapter 3, taken in a TCSPC setup.

**Third** The reanalysis of Photothermal Deflection Spectroscopy (PDS) absorbance data in Chapter 4, using the Tauc formalism.

**Fourth** Resistance measurements under pressure, taken in the dark and under illumination in Chapter 5.
PHOTOLUMINESCENCE SPECTRA UNDER PRESSURE

This chapter investigates pressure induced band structure changes in MAPI via steady state PL. The energy of the PL peak is the energy of the bandgap, assuming negligible stark shift. The analysis of the PL spectrum under pressure opens a way to probe pressure induced changes in the band structure. The shape of the PL peak can contain additional information about the underlying processes that lead to radiative recombination.

2.1 Methods

A laser with a wavelength of 640 nm (PicoQuant LDH-D-C-640) and a power of 0.7 mW was focused on a thin sample of MAPI, tilted at 45°. The laser light was filtered out of the detection path with two Thorlabs FEL-700 highpass filters and then focused into a fiber by a lens. The fiber was connected to an Oceanview USB4000 spectrometer. The setup was integrated into the TCSPC-setup used in chapter 3 and seen in Fig. 11. The pressure was varied throughout the experiment, from 0 MPa to 400 MPa. The experiment and analysis was conducted in collaboration with TianYi Wang, fitting of the data was done by TianYi Wang.

2.2 Results

Three spectra at different pressures are shown in Fig. 6. A fit of the data is included. Two Voigt profiles\(^1\) are needed to describe the data. The main peak at around 1.61 eV is assigned to the direct bandgap transition, whereas the side peak at 1.55 eV is assigned to the indirect transition from the bandedge to the valence band. The whole band structure changes, with the bandgap of direct and indirect transition becoming smaller over pressure, up to a phase transition at 320 MPa where it increases abruptly. The phase transition is from tetragonal (< 320 MPa) to cubic [19] or orthorombic [20] (> 320 MPa).

The energy distance between main and side peak is 60 meV, as predicted by theory [11]. The area of the side peak in comparison to the main peak becomes larger under pressure (Fig. 6 and the yellow data points in Fig. 7). After the phase transition at a pressure of 320 MPa

---

\(^1\) A Voigt profile is the convolution of a Gaussian and a Lorentzian probability distribution, and was found to describe the line shape most accurately
Figure 6: PL spectra and fits at three different pressures. At pressures below phase transition (320 MPa) the PL fit requires two peaks while above the phase transition only one peak suffices.

only one peak is sufficient to fit the data, as seen in the dataset at 400 MPa.

2.3 DISCUSSION

The decreasing side peak can be understood by proposing a decreasing Rashba split parameter $\alpha$ with pressure. Pressure could lead to an alignment of the MA dipoles, reducing the net electric field. Another mechanism could be reduced lattice tilting at higher pressures that would make the crystal more centrosymmetric, thus reducing the net electric field acting on the led site. If the high pressure phase above 320 MPa is in fact cubic (as measured by [19]), this could explain the lack of indirect transition in this phase. A cubic crystal is centrosymmetric and cannot have the internal electric fields necessary for Rashba splitting.

DECREASING RASHBA_SPLIT If the Rashba splitting decreases with pressure the two parabolic bands left and right from the direct transition are expected to move closer to $k = 0$ (depicted in Fig. 8). Then the energy difference between direct (main), and indirect (side) peaks should also become smaller over pressure. In Fig. 9 we can see that the distance in energy decreases from 61 meV to 53 meV. This trend is consistent with our expectations; a quantitative comparison with theory was not attempted.

---

2 A combination of both effects is also possible
3 lack of side peak
Figure 7: Position of main and side peak as extracted from fit to PL data. The ratio of main to side peak intensity decreases with rising pressure. Black bars represent error bars derived from the fit error.

Figure 8: Increasing pressure leads to a decrease in Rashba splitting, making the bandstructure more direct.
14 photoluminescence spectra under pressure

Figure 9: Decreasing peak position difference of main to side peaks over pressure, consistent with the hypothesis of smaller Rashba splitting at high pressure. Black bars represent error bars derived from the fit error.

Disappearing Side Peak at High Excitation Densities

At high excitation densities the bands are filled with charge carriers [12], which makes the faster direct transition (60 meV above the indirect band edge) the dominant decay channel. We see this behavior recovered in our experiment. Fig. 10 shows the PL at two different charge carrier densities. The high charge carrier density peak shows a blue shift through Burstein–Moss band filling [21] and has no side peak contribution.

Figure 10: Transition between low and high excitation power regime shows a disappearing side peak as expected from theory. The blue shift is likely a result of band filling.
2.4 COMPETING EXPLANATIONS

In the following I want to explore other theories that might explain the presence of the side peak.

**Phonon Assisted Recombination** The side peak could also be explained by a direct bandgap and a phonon assisted recombination. This means that the charge carrier that relaxed thermally to the bandedge absorbs a phonon and then is able to decay from a energetically higher point in the band structure. Therefore this transition has a larger distance in energy, meaning the photon emitted has a larger energy. This is not the case in our experiment, rendering this explanation unlikely. Additionally, we have to note that the side peak is very localized at 60 meV below the main peak. The explanation of electron phonon scattering with a phonon of exactly 60 meV is possible but in reality not the case. There is no distinct feature in the Raman scattering spectrum at this energy, rather there are many at different energies [15].

**Trap Assisted Recombination** Wetzelaer et al. find dark trap states to be the dominant decay mechanism of charge carriers in MAPI. Measurements of the MAPI diode ideality factors assert that the traps are dark, e.g. that they do not emit photons upon charge carrier trapping [22]. It is therefore unlikely that our side peak is caused by a new type of radiative trap.
The MAPI sample sits in the pressure cell, which allows a change of hydrostatic pressure. Pressure induced bandstructure changes affect charge carrier lifetime. As seen in chapter 2, we expect a decrease of Rashba splitting with pressure which consequently affects charge carrier lifetime. The analysis employed allows for the extraction of radiative and non-radiative decay rates and the fraction of charge carriers decayed through either channel. The fraction of radiatively decayed charge carriers is a measure proportional to the radiative efficiency.

3.1 General Working Techniques of TCSPC

In Chapter 2 the sample was excited by a continuous laser beam, which supplies the steady state response of the system. By exciting the sample for a short period of time with a laser pulse the subsequent PL decay is accessible for detection. If this decay would be slow (~ ms regime) a simple photodiode would suffice to measure the temporal PL decay. However, the decay of charge carriers in MAPI is in the ~ ns range which makes this method inapplicable. TCSPC is a solution for measuring on such short time scales. One pulse of laser light hits the sample, inducing charge carriers in the material, which then recombine and emit photons. The delay of PL-photon detection with respect to the excitation pulse is recorded and counted in a histogram.

The working principle of TCSPC is that the excitation is very weak, so that only in about 1% of the excitation pulses there is a photon emitted from the sample. The result is that during one excitation cycle only one single photon or no photon is detected. Repeating the excitation cycles for a few thousand times allows for the creation of a histogram with time on the x axis and the counted photons in a respective time bin on the y axis. This histogram represents the temporal decay of the PL-signal.

---

1  this is where the "time correlated" in the name stems from
2  this prevents the so called pile-up effect, that occurs because the detectors have a deadtime after the detection of a photon in which they are insensitive to an arriving second photon
3  This is where 'single photon' in the name stems from
3.2 Measurement Procedure

A picture of our setup can be seen in Fig. 11.

![Image of the TCSPC setup](image)

Figure 11: Picture of the TCSPC setup, showing the outcoupling of the 640 nm laser into an objective on the left bottom, OD filters for power control, the pressure cell with optics attached and the detector. Banana for scale.

We measured on a home-built setup equipped with

- **Laser driver** PicoQuant PDL 828 "Sepia II"
- **Event timer** PicoQuant HydraHarp 400
- **Laser head** PicoQuant LDH-D-C-640
- **Photon detector** Micro Photon Devices, MPD-5CTD

Decay curves at different hydrostatic pressures were taken by increasing the pressure in 50 MPa steps and waiting 7 min in between measurements. This time was needed so that the pressure cell and sample could respond to the high pressures. The laser was blocked in between measurements. After the highest pressure point at 400 MPa the pressure was released with the same waiting time in between pressure steps. Measuring the up and down strokes served as a check for the reversibility of the transient PL signal from MAPI under pressure, and consequently for the reversibility of the band structure changes.

---

4 10 MPa steps near the phase transition
**Instrument Response Function**  The excitation pulse is not a delta function, it has a certain width. The fiber and the detector add to this temporal uncertainty. All these effects combined are called the Instrument Response Function (IRF) (see Fig. 12) The IRF is measured by using a dilute solution of ZnO nanoparticles with size < 130 nm that scatter heavily. The scattering allows for a direct measurement of the temporal instrument response, at a wavelength of 640 nm. It would be better to use a ultra-fast fluorophore that instantaneously emits at the MAPI PL wavelength to account for the spectral response of the detector, but we did not have such a fluorophore and the wavelengths did not differ too much.

The spectral response from the specification sheet of the detector shows that the response is sufficiently flat. I account for the IRF by analyzing only temporal data after 1 ns after the start of the decay, which is the Full Width at Half Maximum (FWHM) of the IRF.

3.3 Measurement Data

Raw data of the measurement is shown in Fig. 13. The decay becomes faster at higher pressures, meaning that the charge carriers are shorter-lived at high pressures.
3.4 Model to Describe Data

I fit the data to a simple two process model to extract quantitative information from the raw decay curves. The model describes the charge carrier density change over time.

$$\frac{dn(t)}{dt} = -k_R n(t)^2 - k_{NR} n(t)$$

(4)

$$n(t = 0) = n_0$$

(5)

where

- $\frac{dn(t)}{dt}$: change of charge carrier density over time
- $n(t)$: charge carrier density
- $k_R$: radiative decay rate
- $k_{NR}$: non-radiative decay rate
- $n_0$: initial charge carrier density

The formula has a bi-molecular part, describing two charge carriers that recombine radiatively and a mono-molecular part that describes the decay of a single charge carrier non-radiatively. It is not a-priori clear that the mono-molecular is non-radiative; however, Wetzelaer et al. has shown by analyzing the ideality factors of the MAPI "diodes" that the trap states decay non-radiatively [22]. To use this line of reasoning, we have to assume that the monomolecular decay is governed
by these trap states, which is reasonable since Wetzelaer et al. also showed that the main decay channel is through these dark trap states. The bi-molecular recombination is mostly radiative \[22\]. This model is already used for the analysis of temporal data of MAPI \[23\].

**Solution for parts of the decay formula**  If we solve only one part of eq. (4) for \(n(t)\) we get different curve shapes. This allows us to distinguish between them reliably by fitting the data to the model.

<table>
<thead>
<tr>
<th>DECAY CHANNEL</th>
<th>PART OF FORMULA</th>
<th>SOLUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>bi-molecular radiative</td>
<td>(\frac{dn(t)}{dt} = -k_R n(t)^2) ⇒ (n(t) = \frac{1}{k_R t + 1})</td>
<td></td>
</tr>
<tr>
<td>mono-molecular non-radiative</td>
<td>(\frac{dn(t)}{dt} = -k_{NR} n(t)) ⇒ (n(t) = \exp(-k_{NR} t))</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Solution of individual parts of Eq. (4) with solution

as we see from Table 1 only the mono-molecular part decays exponentially. It is therefore wrong to just fit an arbitrary number of exponential decays onto the data and then assigning them to various decay processes. The whole solution of Eq. (4) with contributions from both decay channels is shown in Eq. (6). The derivation is using the boundary condition of a constant initial charge carrier density seen in Eq. (5).

\[
n(t) = \frac{k_{NR} n_0}{(k_{NR} + n_0 k_R) \exp(k_{NR} t) - n_0 k_R} \tag{6}
\]

The PL-signal is proportional to \(n^2\), under the assumption that only the bi-molecular process leads to the emission of a photon.

\[
PL(t) = A_0 \cdot n(t)^2 + C \tag{7}
\]

The formula (7) includes a proportionality factor \(A_0\) that contains the detection efficiency, and a constant background term \(C\). This formula describes our observable, the PL intensity over time.

**3.5 Fitting Procedure**

Formula (7) has to be fitted to the measured PL curves in Fig. 13. To do so, I absorb the initial charge carrier density \(n_0^2\) and the proportionality factor \(A_0\) into a new proportionality factor \(A\). I absorb \(n_0\) and \(k_R\)
into $k_R^0$, since both are highly correlated, and therefore it would be a poor choice of parameters to fit both.

$$n(t) = \frac{k_{NR}n_0}{(k_{NR} + n_0k_R)\exp(k_{NR}t) - n_0k_R}$$  \hspace{1cm} (8)

$$= n_0\left(\frac{k_{NR}}{(k_{NR} + k_R^0)\exp(k_{NR}t) - k_R^0}\right)$$  \hspace{1cm} (9)

$$\Rightarrow PL(t) = A_0 \cdot n(t)^2 + C$$  \hspace{1cm} (10)

$$= \frac{A_0k_{NR}n_0^2}{((k_{NR} + n_0k_R)\exp(k_{NR}t) - n_0k_R)^2} + C$$  \hspace{1cm} (11)

$$= \frac{Ak_{NR}^2}{((k_{NR} + k_R^0)\exp(k_{NR}t) - k_R^0)^2} + C$$  \hspace{1cm} (12)

There are four parameters left that have to be determined by the fitting algorithm.

The background can be calculated by taking the average of the first measurement points before the laser pulse hits the sample. Doing so eliminates one fitting parameter. From the three remaining parameters only the rates are interesting, since $A$ is just a normalization factor representing the counts at the beginning of the decay.

The counting of photons is subject to the Poissonian error $\delta N_i = \sqrt{N_i}$, where $N_i$ is the count number in bin $i$. The algorithm weighs each data point with $\frac{1}{\delta N_i^2}$ with the counting error $\delta N_i = \sqrt{N_i}$, resulting in the weighing factor:

$$\omega_i = \frac{1}{N_i} \quad \forall N_i > 0$$  \hspace{1cm} (13)

This procedure was implemented into the Mathematica function NonlinearModelFit, which uses a minimization of the mean root square measure to find the best fit. This procedure is questionable since it assumes an underlying normal distribution of the measured values around an unknown "real" value. As we have seen before the distribution of the errors is in fact Poissonian if counting data is concerned. The correct way to implement this underlying error distribution is to numerically maximize a Maximum Likelihood estimator including a Poissonian probability density function. Doing so was attempted but ultimately not successful due to time constraints. However, we can exploit the fact that a Poissonian distribution converges to a Normal distribution if the mean value is high enough. If we only use the data above a sufficiently high count number, the data is approximately normally distributed around the mean. Usually a mean of 10 is seen as sufficient to make this approximation. The background is the only significant signal in this low count rate regime. Since we already determined the background we do not have to fit it and thus
lose no information by only fitting the “high” count rate regime. I implemented this procedure in a cutoff function that crudely fits an exponential decay to the data and extracts the time where the signal reaches \((N_{\text{background}} + 15)\) counts.

The extracted time is then used as a boundary to fit the data to formula (12). The resulting fits for the pressure up stroke are shown in Fig. 13.

**Goodness of Fit**

The standard method of assessing the quality of a fit is the reduced chi-squared \((\chi^2_{\text{red}})\) measure, which calculates the mean root distance from the data points to the fitted curve, normalized by the standard deviation. A perfect fit has \(\chi^2_{\text{red}} = 1\), whereas an over-fit\(^5\) has a value of \(\chi^2_{\text{red}} < 1\) and a poor fit\(^5\) has \(\chi^2_{\text{red}} > 1\). However, how close \(\chi^2_{\text{red}}\) has to be to unity is open to debate and is ultimately indeterminable.

The \(\chi^2_{\text{red}}\) measure also assumes a normal distribution of the data, an important constraint that has to be considered. Since our measurement data should be approximately normally distributed after the above discussed treatment, this is not hindering the applicability of the \(\chi^2_{\text{red}}\)-test.

However, there is a fundamental concern on the validity of the \(\chi^2_{\text{red}}\)-Test. As Andrae, Schulze-Hartung, and Melchior show, the \(\chi^2_{\text{red}}\)-Test must only be used in linear models with independent free parameters [24]. Even then the value of \(\chi^2_{\text{red}}\) is subject to noise, which can be significant and reduces the confidence in a chosen cutoff value even further. Andrae, Schulze-Hartung, and Melchior make it clear that in a highly non-linear model such as the one I seek to use in this analysis, the degrees of freedom are ill-defined, rendering the method useless. Several alternative goodness of fit measures are proposed, such as bootstrapping, leave one out validation, and normality of the residuals. The last is the most straightforward to analyze, and is implemented in the fitting algorithm in this work. The standardized residuals are analyzed by a Cramer-von Mises test, a strong test for normality. The null hypothesis of this test is that the residuals are normally distributed. The first cutoff criteria of a good fit is whether or not this null hypothesis can be rejected on the 5% significance level. This significance level is arbitrary and cannot be considered a bright line of decision making, as pointed out recently by the American Statistical Association [25]. Fig. 14 shows the P-values of all fits, with all but three being above the significance level. If the P-value is below the 5% level more information about the experiment and closer examination is needed to draw conclusions about the rejection of the null

---

\(^5\) An over-fit is created if the model has too many free parameters; limiting the value of the fit. A poor fit means the model cannot accurately describe the data.
hypothesis. Fig. 15 shows the residuals of the three fits with $P < 0.05$ and corresponding histograms. There is no structure visible, which would indicate a poor fit, allowing us to accept these fits as sound.

Figure 14: P-Values of Cramer-von Mises test of residuals ($P < 0.05$ in colors corresponding to Fig. 15)

We can conclude that the fitting algorithm is very strong - it has only two fitting parameters that describe the data accurately, with the quality of the fit assessed by a statistically sound method.

3.6 EXTRACTION OF DECAY PATH IMPORTANCE

From the fit of the model to the data the radiative and non-radiative rates can be extracted, as seen in Fig. 16.

COMPARISON WITH LITERATURE VALUES FOR THE RATE CONSTANTS

Wehrenfennig et al. carried out a measurement of the rate constants at ambient pressure on films of the same material using THz techniques [26]. We compare this with our measurement at 0 MPa. Wehrenfennig et al. measured at charge carrier densities of $10^{17} - 10^{19}$ cm$^{-3}$, considerably higher than our density of $10^{14}$ cm$^{-3}$ (calculated in Sec. 3.8). They reported a non-radiative recombination rate of 14 $\mu$s$^{-1}$, whereas we measure $(20.0 \pm 0.2)$ $\mu$s$^{-1}$, with the error derived from the fit. They report a radiative recombination rate of $k_{R}^{\text{lit}} = 9.2 \cdot 10^{-10}$ cm$^3$ s$^{-1}$. Our calculation is using an initial charge carrier density of unity (1 cm$^{-3}$). Therefore $k_{R} = \frac{k_{0}}{n_{0}}$ here having the value of $(1.85 \pm 0.05) \cdot 10^{-8}$ cm$^3$ s$^{-1}$, is around 20 times higher than reported by Wehrenfennig et al. The vastly different excitation densities [26],
Figure 15: Residuals of fits with $P<0.05$ from Fig. 14. Deviation from normal distribution is visible, leading to small $P$-values. The residuals show no structure, meaning the fit can be accepted.

Figure 16: Radiative ($k_R$) and non-radiative ($k_{NR}$) rates extracted from the fit, increasing drastically with pressure. Black bars represent error bars derived from the fit error.
as well as the different techniques (TCSPC vs. THz photoconductivity measurements) and batch-to-batch variations might explain the difference.

3.6.1 Ratio of decay paths

A direct comparison between radiative and non-radiative decay rates is invalid, since the units are different. This case is different from the steady-state case, where the charge carrier density is constant. In this case the direct calculation of the PL-quantum yield is possible by taking the ratio of radiative rate to all decay rates [27].

We can however, compute the amount of charge carriers decayed through either channel, in relation to the total amount of charge carriers decayed. This procedure is shown as follows.

Integrating the two parts of Eq. (4) over time and normalizing to the total decayed charge carriers yields the portion of charge carriers decayed through one of the channels. The radiative part (Eq. (14)) is the "internal" photoluminescence quantum yield, representing the efficiency of converting an electron-hole pair into a photon. The PL quantum yield is the "internal" quantum yield multiplied with an out-coupling efficiency.

\[
\Theta_{\text{Rad}} = \frac{\int_0^\infty k_R n(t')^2 dt'}{\int_0^\infty k_R n(t')^2 + k_{NR} n(t') dt'} \tag{14}
\]

\[
\Theta_{\text{Non-Rad}} = \frac{\int_0^\infty k_{NR} n(t') dt'}{\int_0^\infty k_R n(t')^2 + k_{NR} n(t') dt'} \tag{15}
\]

The result is plotted in Fig. 17.

The decay becomes more radiative over pressure, meaning that the decay process becomes more efficient. This corroborates that traps are not responsible for the side peak seen in the PL data. The side peak is stronger at higher pressure, which should render the decay less efficient if caused by radiative traps.

3.7 Justification of assumptions in model

The model described above makes certain assumptions. We assume that there is no considerable Auger process present. Electron and holes are treated as free charge carriers, and their initial density upon excitation is assumed to be constant. These assumptions will be justified in the following subsections. I present additional insight into
the effect of a changing initial charge carrier density on the fitting algorithm and an extension of the model to accommodate for this case.

### 3.7.1 Auger term

The model explained above has no Auger term; only mono- and bi-molecular recombination is considered. Auger recombination happens if an electron-hole pair recombines and transfers its energy to another electron. Three charge carriers have to interact for this process to happen, hence only at high charge carrier densities can significant portions of the charge carriers decay via Auger recombination. To verify this assumption, I took transient PL data at ambient pressures with one order of magnitude more laser power than in the pressure experiment, and varied the laser power in this range. The Auger recombination should then be present in the first nanoseconds upon excitation since Auger recombination is a fast process. It is also expected to be very intensity dependent, scaling with the charge carrier density cubed. The data is shown in Fig. 18. No additional intensity dependent decay is visible. Following Occam’s razor principle\(^6\) we should therefore abstain from introducing a third, unnecessary parameter.

---

\(^6\)"Among competing hypotheses, the one with the fewest assumptions should be selected."
Figure 18: Check for the absence of an Auger-term. Increasing the charge carrier density leads to no additional fast decay component.

3.7.2 Treatment of electrons and holes as charge carriers

A semiconductor creates an electron-hole pair after absorption of a photon. In the treatment above both are considered indistinguishable and treated as free charge carriers. This is an approximation and one requirement for this to be valid are comparable mobilities of both species. This condition is met in MAPI with a mobility of $5 \times 10^{-10} \text{cm}^2 \text{V}^{-1} \text{s}^{-1}$ for holes and $1 \times 5 \text{cm}^2 \text{V}^{-1} \text{s}^{-1}$ for electrons [28]. The absence of excitons is discussed in chapter 1.

This assumption is commonly done in the field, as seen in a review paper by Herz [6].

3.7.3 Photodioide test

The model above assumes a constant $n_0$ across the pressure measurement as only then is it possible to absorb $n_0$ and $k_R$ into $k_R^0$. The used pressure liquid Fluorinert FC-72 becomes slightly milky at around 200 MPa and above, which could lead to a different laser power hitting the sample. The additional scattering could in turn lead to a different initial charge carrier density $n_0$. To quantify this influence I placed a silicon photodiode, encapsulated in plastic, in the pressure cell and measured the incident light intensity, upon constant illumination by a white Thorlabs Light Emitting Diode (LED). The result can be seen in Fig. 19. The variation stays below 5% making the assumption of constant illumination sound.
3.7.4 Initial charge carrier density influence

Despite having shown that the light power incident on the MAPI sample is constant (Sec. 3.7.3), I want to analyze the influence of a change in charge carrier density on the decay dynamics.

Since the radiative and non-radiative decay channels scale differently with $n$ ($\propto n^2$ and $\propto n$ respectively) larger $n$ leads to a faster decay upon excitation (Fig. 20).

The similar shape of a decay taken at higher excitation energies and one with intrinsically faster radiative decay could lead to errors in the fitting. The faster decay at the beginning of the high $n$ curves in Fig. 20 could be mistaken for a higher radiative decay rate.

The ratio of radiatively decayed charge carriers $\Theta_{Rad}$ (Eq. (14)) increases with increasing $n$ (limit seen in Eq. (16)). The non-radiative, linear term in the denominator is dominated by the radiative term, which is proportional to $n^2$.

$$\lim_{n \to \infty} \Theta_{Rad} = \lim_{n \to \infty} \frac{\int_{t=0}^{\infty} k_R n(t')^2 dt'}{\int_{t=0}^{\infty} (k_R n(t')^2 + k_N R n(t') dt')} = 1 \quad (16)$$

To test whether the data taken under high pressure can be explained by an increasing $n$ with pressure I fit the data taken at different excitation powers with our model that assumes constant excitation power. The result is seen in Fig. 21.
Figure 20: Theoretic curves of changing Charge carrier density $n_0$ with constant $k_R$ and $k_{NR}$ taken from the ambient pressure data fit. $n_0$ is increasing from light green to dark blue in steps of $n_0 = \{1, 2, 10, 100\}$.

Figure 21: Change of $k_R$ and $k_{NR}$ with excitation density. The model assumes constant excitation energy which forces the algorithm to increase $k_R$ to find the best fit. Black bars represent error bars derived from the fit error.
The algorithm increases the radiative rate to account for the faster decay, whereas the non-radiative rate is not affected by the change in excitation energy. This is different from the trend in our pressure measurement, and since the variation in excitation is much larger than the change detected by the photodiode (see section 3.7.3), changing charge carriers can be excluded as an explanation for an increasing radiative efficiency in the pressure measurement.

3.7.5 Global fit

This section shows the power of our model and confirms the independence of the rates on the excitation energy.

The data taken at different exitation fluxes and under ambient pressure (Fig. 18) is fitted with Eq. (4). Instead of absorbing \( n_0 \) and \( k_R \) into \( k_0^R \) and fitting this parameter, both the radiative and non-radiative rates are set to the values extracted from the pressure experiment data at ambient pressures. I assumed that the initial charge carrier density \( n_0 \) depends linearly on the laser power setting\(^7\), and used a global linear fit to extract the relationship between \( n_0 \) and laser power. The result is seen in Fig. 22. The fit is not as good as in the pressure measurement but the important features are still captured. The discrepancy probably stems mainly from the constant radiative and non-radiative rates that were measured on a different day than the data in Fig. 18, leading to possible minor changes of the material. Also, the assumption of a linear relationship between laser power and initial charge carrier density \( n_0 \) maybe not be entirely valid.

3.8 Charge carrier density calculation

To extract the real radiative rate \( k_R \) we have to calculate \( k_R = \frac{k_0^R}{n_0} \) meaning that we have to know the charge carrier density in the material. To calculate the charge carrier density we placed a power meter at the same position as our film inside the pressure cell and extracted a total power of 37 \( \mu \)W. To calculate the power density, we replace the power meter with a beam profiler (Thorlabs BC106N-VIS/M, Fig. 23). We measure a peak power density of 62 \( mW cm^{-2} \), at which we observe a radiative efficiency of 20% at ambient pressure. This is in agreement with a PL quantum efficiency of <40% at fluences of around 50 \( mW cm^{-2} \) reported previously [29].

\(^7\) The laser power setting is linear with laser power as a measurement with a power meter confirms
Figure 22: Global fit of high charge carrier density data with Eq. (12) and $n_0$ as fit parameter. Constant $k_R$ and $k_{NR}$ are supplied from 0 MPa pressure measurement. $n_0$ is assumed to depend linearly on laser power setting. Good agreement is achieved.

The repetition rate of excitation is 5 MHz, resulting in an excitation energy of $12.4 \text{ nJ cm}^{-2}$ per pulse. To calculate the charge carrier density we used:

$$n_0 = \frac{\text{PowerDensity} \cdot \text{Absorbance}(640 \text{nm})}{E_{\text{photon}}(640 \text{nm}) \cdot d_{\text{sample}}} \cdot \text{geometry factor} \quad (17)$$

where

- $n_0$ initial charge carrier density
- PowerDensity measured laser power density
- Absorbance absorbance of MAPI at 640 nm
- $d_{\text{sample}}$ thickness of the sample (400 nm)
- geometry factor factor accounting for liquid and angle

The geometry factor accounts for the additional refraction because we measured the beam profile in air and not in liquid as in the pressure experiment, and the fact that we measured at $45^\circ$ sample to beam orientation. For the calculation of the geometry factor the beam is first propagated until it hits the silica window where the size can be calculated from the distance and the focal length of the lens. The beam is then refracted twice, once at the air-silica and then at the silica-liquid interface. The beam is then propagated to the sample, where the beam radius is calculated again. This results in a ratio of the squares of these radii of 2.14. In addition, the sample is tilted by $45^\circ$ from the incoming beam during the pressure measurement, so we add a factor of $\cos(45^\circ)$ resulting in a total geometry factor of 1.51. This leads to an initial charge carrier density of $6.05 \cdot 10^{14} \text{ cm}^{-3}$.
Figure 23: Distribution of power in the beam, measured with a Thorlabs beam profiler. Measured in air with the same distance of lens to sample as in the TCSPC-measurement.
The indirect bandgap of MAPI also affects the absorption of light. Further proof for the existence of the indirect bandgap can be gathered by analyzing absorbance spectra. Since the efficient direct transition of absorption of light is still accessible, the less effective indirect transition will be a minor effect. Consequently, absorption data from an Ultraviolet-Visible light absorbance (UV-Vis) -as the one used by TianYi Wang in an earlier experiment- for pressure dependent absorption measurements are not suitable for detecting a possible indirect transition.

However, PDS data is reported by Sadhanala et al. on MAPI [30]. PDS is a sensitive absorption measurement technique that uses the deflection of a laser beam in liquid due to the heating of the material upon light absorption. The heating of the material is solely induced by the absorption of a second laser beam, excluding reflection and scattering effects. The data from [30] is extracted via the website http://arohatgi.info/WebPlotDigitizer/. In the following the data will be analyzed using the Tauc-formalism.

### 4.1 Introduction to Tauc Rule

First derived for amorphous silicon, the Tauc rule describes the absorption edge for direct and indirect semiconductors dependent on incident light energy. The formula is:

\[ \alpha E = A_r (E - E_G)^{r} \]  

(18)

where

- \( \alpha \) = absorbance\(^1\)
- \( E \) = Energy of incident light
- \( A_r \) = proportionality factor for different \( r \) values
- \( E_G \) = Bandgap energy
- \( r = 2 \) = coefficient for indirect allowed transition
- \( r = \frac{1}{2} \) = coefficient for direct allowed transition

A good derivation of the coefficients and an overview of the theory can be found in [31]. The derivation assumes that the absorption process is governed by a matrix element constant in energy. Additionally, the bandedges are assumed to be parabolic in the first approximation.

\(^1\) \( \alpha = -\log_{10}(T) \); \( T \) is the transmittance
4.2 Phonon Energy

The energy contribution of the phonon is neglected in this treatment, since the momentum difference is small, leading to an especially small energy when using the acoustic phonon dispersion relation, as shown below.

The phonon momentum can be calculated by assuming two parabolic bands that have a 60 meV difference from the \( k = 0 \) point and the band edge. The curvature of the parabolic bands is determined by the effective masses, taken from [32]. The resulting wave vector is \( k_{\text{parabolic}} = 0.048 \, \text{Å}^{-1} \). This value is comparable to \( k_{\text{Azar}} \approx 0.05 \, \text{Å}^{-1} \) from [12]. To calculate the energy of an acoustic phonon with this wavevector I use the dispersion relation from Kittel[33] in eq.(19)

\[
\omega = 2 \sqrt{\frac{\gamma}{M}} \sin\left(\frac{ka}{2}\right)
\]

where
- \( \omega \) angular frequency
- \( \gamma \) force constant
- \( M \) mass of unit cell
- \( k \) phonon wavevector
- \( a \) lattice parameter

The force constant \( \gamma \) is connected to Young’s modulus \( Y \) and the lattice parameter \( a \) via \( \gamma = Ya \). The Young’s modulus was derived from the phonon dispersion relation in [34] and found to be \( Y = (13 \pm 2) \, \text{GPa} \). The lattice parameter is \( a = 6.4 \, \text{Å} \) [35]. The mass of the unit cell is the sum of all unit cell constituents. These values lead to a phonon energy of 0.6 meV, for a phonon with momentum such that the indirect transition can occur. This represents 1% of the Rashba energy split and is therefore negligible.

4.3 Linearization of Data With Fit

To find the appropriate parameters in Eq. (18), the data was linearized by solving Formula (18) for \( A(E - E_G) \) with the corresponding values for the \( r \)-coefficient. The range of datapoints that exhibit linear behavior obey the Tauc-formula. The appropriate linear range is selected by hand to execute a linear fit. The result can be seen in Fig. 24. It has to be noted that the linearity of the data only shows that part of the data can be described by Taucs rule; it is still yet to be demonstrated that the whole absorption edge is correctly described. The approximation of parabolic bands is only valid in the direct vicinity around the band edge minimum.
The linear fits supply the values for $A_r$ and $E_G$ which allows the plotting of the curves in the original absorbance plot (Fig. 25).

![Graph showing linearization of absorbance data according to the Tauc rule for direct and indirect band edges with linear fits (eq. (18)).](image)

Figure 24: Linearization of absorbance data according to the Tauc rule for direct and indirect band edges with linear fits (eq. (18)). Dashed line in the upper graph is an attempt to describe the whole band edge with a direct band edge.

4.4 Urbach Tail

In all absorption data an exponential tail (Urbach Tail) can be found. This is a process mostly assigned to shallow traps, Gaussian disorder in the material from grain to grain variation, and thermal vibrations [36]. This tail is associated with an energy, the Urbach energy. The variation of the band structure means that this process will influence the low energy side of the band edge where the process is not competing with band to band absorption. I fit the low energy tail of the absorption data with an exponential curve. The fit is good, as seen by a random distribution of the residuals. The extracted Urbach energy is 21 meV, comparable to 15 meV measured before [37].

4.5 Resulting Absorbance Plot

It is clear from Fig. 25 that the low energy data can only be described by an indirect band edge. The position of the exponential tail is clear and distinct from the indirect or direct band edge. An attempt to fit the band edge with only the direct absorption transition as shown in the dashed line yields a poor fit. The difference between the direct and indirect bandgap energy is 60 meV, agreeing with theory and the PL measurement, which is additional strong evidence in favor of the existence of an indirect transition.
Figure 25: PDS data from literature [30] fitted with an exponential Urbach tail (orange), an indirect (blue), and direct (green) bandgap. A fit of a direct bandgap only is shown in dashed green.
Pressure induces a change in crystal structure, and consequently a change in band structure. This change should also influence the transport of electrons. I present pressure dependent resistance measurements under illumination and in the dark, and bandgap theory that describes the dark measurement.

5.1 SETUP

We measure Current Voltage (IV) characteristics of MAPI under pressure. The sample measured consists of a ~300 nm thick MAPI layer on a glass slide. A gold layer of 80 nm is evaporated, with a 120 µm wide gap as defined by a 120 µm thick wire acting as a shadow mask (Fig. 26). The edges of the gold electrode are connected with aluminum legs. These legs in turn are fixed with epoxy glue and dried for at least 2 h to ensure hardening. The connection between the legs and the gold electrode is improved by applying conductive silver paint. The aluminum legs are then connected to a plug with an electrical feed through, that allows for electrical connection under high pressure (Fig. 26).

The measurement was conducted as shown in Schematics 27.

The IV-Curves were measured with a Keithley 2401 SMU that scanned the voltage from −10 V to 10 V. One IV-Scan took 1:30 min.

1 measured with an optical microscope
5.2 Measurement in the Dark

Fig 28 shows the raw data measured in the dark. The resistance follows Ohms law since there is a linear relationship between current and voltage. The noise of the measurement stems from our small current of nano-amperes and the use of unshielded banana cable. It is in fact crucial that the measurement is not disturbed by people walking by. The resistance drops at higher pressure. To quantify the resistance we fit a linear equation to the data, using LinearModelFit in Mathematica 10.3 and extracting the resistance from the slope. The resistance halves with higher pressure, from 40 GΩ to 20 GΩ at 400 MPa, with no clear phase transition at 320 MPa.

5.2.1 Theory

The trend of the resistance seen in the experimental data could be explained by a change of the intrinsic charge carrier density, caused by a change of bandgap energy. The temperature of the sample is assumed to stay constant, meaning the Fermi energy level\(^2\) of the

\(^2\) energy level up to which electrons occupy all states
material stays constant as well. The intrinsic charge carrier density is described by standard semiconductor theory \[33\] as seen in Eq. (20).

\[ n_i = 2 \left( \frac{k_B T}{2\pi \hbar^2} \right)^{\frac{3}{2}} (m^*_e m^*_h)^{\frac{3}{2}} \exp \left( -\frac{E_G}{2k_B T} \right) \]  \hspace{1cm} (20)

where
- \( n_i \) intrinsic charge carrier density
- \( k_B \) Boltzmann constant
- \( T \) temperature
- \( m^*_e \) effective mass of electron
- \( m^*_h \) effective mass of hole
- \( E_G \) electronic bandgap

We assume that the effective mass of electrons and holes do not change and that there is no doping.

The conductivity is given by:

\[ \sigma = n_i (\mu_e + \mu_h) q \]  \hspace{1cm} (21)

where
- \( \sigma \) conductivity
- \( n_i \) intrinsic charge carrier density
- \( \mu_e \) mobility of electron
- \( \mu_h \) mobility of hole
- \( q \) elementary charge

Which leads to a resistance of

\[ R = \frac{l}{\sigma A} = \frac{C_0}{\exp \left( -\frac{E_G}{2k_B T} \right)} \]  \hspace{1cm} (22)

where
- \( R \) resistance
- \( l \) length of the gap
- \( \sigma \) conductivity
- \( A \) cross sectional area
  - (height of the sample \( \times \) length of the gap)
- \( C_0 \) scaling constant

Absorption measurements of MAPI under pressure, executed by TianYi Wang, supply us with the value of the band gap energy as a function of pressure. \( C_0 \) is obtained by setting Eq. (22) to the resistance value
at 0 MPa and solving for C₀ by using the known bandgap and temperature. The other data points in Fig. 29 are calculated by using Eq. 22 with different band gap energies.

5.2.2 Fit of Theory

Theory describes the data points before the phase transition well, suggesting the change in bandgap as the main cause for the smaller resistance under pressure. Since there are significant structural changes in the crystal during the phase transition to the high pressure phase, the description of the points above phase transition fails.

![Figure 29: Resistance without illumination, as function of hydrostatic pressure. Theory curve following Eq. (22). Black bars represent error bars derived from the fit error.](image)

5.2.3 Direct calculation using literature parameters

All parameters of Eq. (21) are also known to us from literature. This allows for the direct computation of the intrinsic charge carrier density and consequently, the resistance. The mobilities are taken from [28], and effective masses are taken from [11]. At ambient temperature there are \( n_i = 7.5 \times 10^4 \text{ cm}^{-3} \) intrinsic charge carriers, according to Eq. (20). Using formulas (21) and (22) we can calculate the expected resistance, having a value of \( R_{n_i} = 2.5 \times 10^{15} \Omega \). This value is six orders of magnitude higher than measured in the experiment. This discrepancy might be explained by introducing an additional charge which have strong influences on the electrical properties besides the change in bandgap.
carrier density induced by doping. To explain the measured resistance the doping charge carrier density would need to be \( n_{\text{doping}} = 4 \times 10^9 \text{ cm}^{-3} \). Eq. (21) captures only the intrinsic charge carrier density. An additional complication might be a change in Fermi energy level. In the resistance calculation (eq. (22)) the Fermi energy level and the valence band are assumed to be constant with changing pressure, only the conduction band is changing its energy level.

Resistance values derived from Eq. (22) can therefore only be an approximation.

5.3 Measurement under illumination

The sample is illuminated by a white Thorlabs LED with the power of approximately 0.12 Sun \(^4\), leading to a high density of photo induced charge carriers, seen by the one order of magnitude smaller resistance in the \( \sim \text{M}\Omega \) regime.

![IV-Curves taken at different pressures, under 0.1 sun LED illumination. The device shows Ohmic behavior.](image)

**Figure 30: IV-Curves taken at different pressures, under 0.1 sun LED illumination. The device shows Ohmic behavior.**

**Experimental results** The device also shows ohmic behavior under illumination, but there is a slight deviation from a perfect linear relationship (Fig. 30). As in the previous measurement, the resistance value is extracted from a linear fit. The resistance drops with higher pressure, as in the dark measurement. The decrease in resistance is larger in the measurement under illumination, starting at 85 M\(\Omega\) and ending at 20 M\(\Omega\).

\(^4\) determined from a comparison of the silicon photo-diode photo-current induced by the LED and a solar simulator
Figure 31: Resistance extracted via a linear fit to the IV-Curves, taken at different pressures under illumination. Black bars represent error bars derived from the fit error.

Since the bandgap of MAPI is at ~ 800 nm and the red, blue, and green LEDs making up the white light are of far lower wavelength, the change in bandgap has no influence on the number of absorbed photons. Therefore, it should be possible to describe the trend we see by adding a constant term of photoinduced charge carriers to the intrinsic charge carriers. This approach was attempted and failed. The resistance decreases much faster than predicted by Formula (22).

One possible cause for this strong decrease in resistance could be heating induced by illumination of 0.1 sun intensity. However the photo-induced charge carriers are not following a temperature-dependent Fermi Dirac distribution.

If there is in fact considerable doping, as described above, there might be a significant heat-induced change in free charge carriers. The amount of charge carriers above the Fermi level changes linearly with temperature, as seen by calculating the integral
\[
\int_{E_{\text{Fermi}}}^{\infty} F(E, T) dE \propto T.
\]
By assuming a heating of 40 K we can see that the charge carrier density would increase by only 13%. Since the resistance is proportional to the charge carrier density, this explanation is unlikely to explain the data fully.

The bands change their curvature under pressure, meaning that the effective masses of the electrons and holes cannot be treated as constant. Most likely this is a minor effect, because if it would play a considerable role, this effect would also be visible in the dark measurement. Without illumination there seems to be no deviation from the theory with constant effective mass, rendering this explanation
There is a large hysteresis in the illuminated resistance measurement between the pressure up- and down-stroke as seen in Fig. 31. The resistance reduces by a factor of two after the measurement. This is surprising since the pressure-induced change in band structure and the optoelectronic properties are reversible. Also, the resistance measurements in the dark and under illumination differ, with the dark resistance curve being hysteresis free. The effect responsible for the hysteresis can therefore only affect the properties under illumination. Also, repeating the measurement at one pressure point gives the same result (seen from the measurement point at 100 MPa in the down stroke). In fact, the timescale for the material to relax back to the initial high resistance state is days, as shown by repeating the measurement three days later.

These above described properties were reproduced in a repeat measurement.

The scanning direction has no influence on the hysteresis, ruling out a preferred alignment of the MA-dipoles on a long timescale. Here, it also has to be noted that the fields in our sample are much smaller than in a working solar cell. A solar cell with typical thickness of 1 µm and a voltage of ~1 V has an internal field of $1 \times 10^6 \text{ Vm}^{-1}$, whereas our device has a distance of ~120 µm and a voltage of 10 V resulting in a field of $8 \times 10^4 \text{ Vm}^{-1}$, two orders of magnitude lower than in the solar cell. This difference means that the MA dipoles will also align much less in our sample than in a working solar cell [38], rendering the influence of the dipole an unlikely explanation of the big and long timescale hysteresis.

One reason for the hysteresis in IV-Curves of MAPI solar cells is ion migration [39], a conceivable explanation for our hysteresis. However, ion migration would happen on a much shorter timescale of minutes, which would appear in the IV-scan but not on days as is exhibited in this work.

The IV-curves themselves do not exhibit hysteresis, as tested in a separate experiment. A voltage sweep from $-10 \text{ V}$ to $10 \text{ V}$ to $-10 \text{ V}$ shows no IV-hysteresis loop, suggesting that the mechanism for the pressure hysteresis is not the same as the one commonly found for IV hysteresis in MAPI solar cells.

Changes of grain structure could lead to changes in charge carrier transport. The inter-grain optoelectronic properties we probe via TCSPC and PL measurements would not be affected by this, explaining the lack of hysteresis in these measurements. The fact that only the resistance measurement under illumination shows hysteresis might point towards charge carrier saturation effects.
The underlying mechanism for the long timescale effect lowering the resistance of photoinduced charge carriers after being exposed to high pressure stays elusive.
6.1 CONCLUSION

This work supplies the first experimental evidence of an indirect bandgap in MAPI. In PL-spectra a side peak has been observed that is ascribed to an indirect bandgap 60 meV below the direct transition. The strength of the PL side peak signal becomes stronger under hydrostatic pressure due to a change in the band structure. The difference in energy between the main peak and the side peak decreases from 60 meV to 50 meV, which is consistent with the trend expected within our model. The existence of an indirect bandgap is further backed by a doubling in photoluminescence quantum yield under pressure, which can be explained by the more direct nature of the bandgap, requiring a smaller energy phonon assistance for the transition to occur. PDS absorbance data of the same material taken by another group has been reanalyzed and an indirect bandgap was found to explain the absorbance data.

The resistance of MAPI under pressure has been measured both in the dark and under illumination and an attempt has been made to explain the data without illumination by a change in charge carrier density.

The existence of an indirect bandgap can explain the seemingly contradictory properties of MAPI of both strong absorption (via an direct transition) and long carrier lifetime (via photo induced carrier relaxation to an indirect band edge). Therefore, it offers a substantial new insight to the key mechanism that allows for high efficiency MAPI solar cells.

6.2 OUTLOOK

The measurement of working solar cell devices under pressure has been attempted but failed ultimately due to additional soft layers necessary in the device design. This led to a break in contact. Future work could include the use of hard inorganic hole extracting layers that are less susceptible to degradation through pressure.

Another interesting path is the investigation of the generality of the indirect bandgap model by exchanging the lead atom with other, less
dense materials. This should reduce the spin orbit coupling and lead to a smaller Rashba splitting.

The organic MA ion can be replaced for a molecule with a lesser dipole moment (FA has 0.2 Debye, MA has 2.3 Debye [32], Cesium has no dipole moment) which should decrease the lift in degeneracy of the Rashba spin split if the MA dipole plays a significant role for the electric field. A higher dipole moment, resulting in a stronger Rashba splitting could be achieved by fluorination of the MA ion into CF₃NH₃⁺, which is predicted to have a dipole moment of 6.6 Debye [32]. However, this route might be practically unfeasible, since the fluorination process of MA, needed to produce this compound, is challenging and the product is unstable [40]. These studies should allow for a broader insight into importance of Rashba splitting in perovskite structures in general.

Recently, a direct measurement of Rashba split in MAPbBr₃ via angle-resolved photoelectron spectroscopy has been reported [41]. This measurement promises that the explanation of long charge carrier lifetime via an indirect band gap is also valid for other metal halide perovskites.
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