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a)

Figure 3.11: PL and CL deposited energy density volume in GaAs. (a) Calculated density of energy de-
posited on a GaAs sample by 5 keV electrons. (b) Same as in (a) but for electrons with initial energy of
30 keV, showing an increase in the interaction volume and decrease in the energy density with respect
to the 5 keV electrons. (c) Deposited energy density after optical excitation with the 3rd harmonic beam
for a Gaussian laser spot with σ = 3µm. (d) Same as in (c) but for the 2nd harmonic laser beam. In all
four cases the total deposited energy corresponds to 100 fJ.

such that it covers 5 orders of magnitude with respect to the highest energy density.

Excitation with 5 keV electrons yields the largest energy density, corresponding
to ∼ 103Jcm−3, due to the small excitation volume. Instead, at 30 keV the maximum
energy density decreases by two orders of magnitude, down to ∼ 20Jcm−3, given
the larger volume excited by the electron. The PL maps exhibit lower densities,
∼ 0.1 and 0.01 Jcm−3 for the 3rd and 2nd harmonic, respectively. Even though the
penetration depth is close to that for CL, the larger size of the laser spot on the
sample compared to the electron spot results in these lower densities.

To further compare the penetration depth of electrons and light, Figure 3.12
shows the characteristic energy deposition depth in CL as a function of the initial
electron energy for GaAs (a) and GaN (b). This length represents the distance from
the surface at which the energy of the electron has decreased by 1/e on average. In
both materials the penetration depth goes from less than 10 nm for a 1 keV electron
to more than 1µm at 30 keV. The plot also shows the absorption length of the 2nd

and 3rd harmonic laser beams for the two materials (horizontal lines). The optical
data for GaAs and GaN are obtained from refs. [150] and [151], respectively. In GaAs
the 3rd harmonic barely penetrates inside the material due to its large extinction
coefficient, while the 2nd harmonic beam reaches a depth of ∼ 100nm, matching
the energy deposition depth for electrons between 5 and 10 keV. In the case of GaN,
the absorption length of the 3rd harmonic matches the ones for 5-10 keV electrons
(∼ 100nm). Data for the 2nd harmonic is not shown given that the photon energy
is below the GaN band gap (∼ 365nm). This analysis shows that in pump-probe
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Figure 3.12: Electron and light absorption length in GaAs and GaN. (a) Calculated 1/e depth of energy
deposition of an electron inside GaAs as a function of its initial energy, extracted from Monte Carlo
simulations using the Casino software [1]. The horizontal lines correspond to the optical absorption
length for λexc = 345 and 517 nm (blue and green, corresponding to the 3rd and 2nd harmonic beams).
(b) Same as in (a) but for a GaN sample.

experiments it is important to consider the overlap of electron and laser excitations
inside the material, in addition to the spatial and temporal alignment discussed
above (sections 3.5 and 3.6).

3.7.2. SPECTRAL EMISSION

In our PP-CL setup we can acquire PL and CL spectra on the same area on the sam-
ple, thus enabling a direct comparison between both spectral emissions. Figure
3.13a shows CL spectra obtained on an undoped GaAs sample (Nanografi, 350±
25µm-thick) at different electron excitation energies (1 to 30 keV, curves from pur-
ple to yellow, respectively). The spectra were obtained using a continuous electron
beam with electron current in the 400-900 pA range. The spectra exhibit a dominant
peak around 860 nm, which matches with the band gap of GaAs at 300 K [152]. The
spectra also show an additional peak around 1000 nm, which has been previously
attributed to Ga vacancy defects [153, 154]. We observe that the band gap emis-
sion redshifts by around 7 nm with increasing electron energy. Redshift of band gap
emission is frequently observed in GaAs for increasing temperature [152, 155], due
to temperature-dependent band gap energy [156–158]. This suggests that higher
electron energies induce a larger heating of the lattice, similar to the redshift ob-
served on GaN nanowires for increasing electron current [159]. This redshift could
also be related to differences in material quality along the depth of the sample,
given that more energetic electrons probe deeper regions (see Fig. 3.13a). How-
ever, PL spectra using the 2nd and 3rd harmonics do not show this effect despite
their different absorption depths (Fig. 3.12a), as will be seen below, thus discarding
this hypothesis. Other effects, such as saturation of shallow defects, typically result
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Figure 3.13: PL and CL spectra of GaAs. (a) CL spectra of a GaAs sample after excitation with a continuous
electron beam with energy from 1 up to 30 keV (black to orange) (400-900 pA). The spectra exhibits a
redshift with increasing electron energy. (b) PL spectrum on GaAs obtained after excitation with the 2nd

(λexc = 517nm) and 3rd (λexc = 345nm) harmonics of the laser (solid green and blue curves, 33 and
2µW, respectively). The plot also shows a measurement obtained at higher excitation power (2.5 mW,
2nd harmonic, dashed green curve), which also exhibits a redshift.

in a blueshift of the spectra [160], and are thus unlikely.

Figure 3.13b shows PL spectra obtained upon excitation with the 3rd harmonic
(blue curve, 33µW) and the 2nd harmonic (solid green curve, 2µW). Both spectra
exhibit a peak at around 856 nm, similar to the CL curves at low electron energy.
However, exciting the sample with a larger laser power (2.5 mW, 2nd harmonic) also
results in a ∼ 4nm redshift, as shown in Fig. 3.13b (dashed green curve), thus fur-
ther suggesting that it is related to heating of the sample. The sharp peak at 1035 nm
observed in this curve corresponds to the 2nd order of the spectrometer grating for
the excitation wavelength (λexc = 517nm).

CL measurements on an undoped n-type GaN sample (PI-KEM, 30µm-thick
GaN on sapphire) also exhibit a small redshift (∼ 2nm) in the emission wavelength
for increasing electron energy, as shown in Figure 3.14a (200−500pA electron cur-
rent). In this case, the spectra are centered around the band gap energy of GaN
(∼ 365nm at 300 K [161]), and the redshift could also be attributed to an increase
of lattice temperature, as previously reported [159, 161]. However, in this case the
emission is composed of contributions from different peaks in the 360 − 370nm
spectral range. The contributions are more clearly visible in the PL spectrum ob-
tained upon excitation with the 3rd harmonic laser beam (3µW), as shown in Fig.
3.14b. Here we observe two peaks centered at 362 and 368 nm, as well as a broader
and weaker peak around 380 nm. The presence of several spectral lines in GaN
luminescence has been previously reported and is attributed to different defect-
induced luminescence transitions [162]. Hence, the change in spectra observed in
this case could also be attributed to differences in the contributions of the individ-
ual peaks for different electron energies. Given the different penetration depth of
at varying electron energies, differences in defect concentration along the depth of
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Figure 3.14: PL and CL spectra of GaN. (a) CL spectra of a GaN sample upon excitation with a continuous
electron beam with energy from 2 up to 30 keV (black to orange) (200−500pA). The spectra exhibits a
redshift with increasing electron energy. (b) PL spectrum on GaN obtained after excitation with the 3rd

harmonic laser beam (λexc = 345nm, 3µW).

the sample could play a role. Further CL studies at low temperature, as well as com-
parison between samples with varying crystal quality, are needed to better under-
stand the role of electron energy on the CL spectra. We should note that in our sam-
ples, the contribution of yellow-band emission, typically in the 500-700 nm spectral
range [163], is negligible compared to emission around the band gap energy.

3.7.3. QUANTUM EFFICIENCY

In the previous section we have analyzed the difference between PL and CL in a
qualitative way, by investigating the differences in emission spectra. Next, we com-
pare quantitatively the PL and CL band gap emission in GaAs and GaN. To do so,
we define a common figure of merit: the quantum efficiency (QE), that is,

QE = Nemitted

Ncarr
(3.2)

where Nemitted is the number of photons emitted in the sample and Ncarr refers
to the maximum number of charge carriers generated after excitation with either
electrons or light.

PL QUANTUM EFFICIENCY

In PL, absorption of a photon with energy larger than the band gap results in the
excitation of an electron from the valence to the conduction band. The generated
charge carrier thermalizes to lower energy states in the conduction band before re-
combining, either radiatively or non-radiatively. Hence, the maximum number of
generated carriers directly corresponds to the number of absorbed photons, that
is, Ncarr = (1−R)P0T λexc

hc . Here, R is the reflectance of the material at the excita-
tion wavelength λexc, P0 is the incident power, T is the exposure time, h is Planck’s
constant and c is the speed of light.
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To calculate the number of emitted photons (Nemitted), defined as number of
radiative recombination events, from the signal detected on the spectrometer, we
need to account for several loss factors in the luminescence collection. First, we
account for reabsorption of the emitted photons. This loss factor (ηreabs) is calcu-
lated by applying Beer-Lambert’s law on the initial absorption profile (see map of
absorbed energy in Fig. 3.11c,d). We assume that re-emission of the reabsorbed
photons is negligible, which is reasonable given the low quantum efficiencies ob-
tained (as will be discussed below). Second, only photons emitted within the criti-
cal angle of the material can escape the sample. Assuming isotropic emission inside
the material, the escape efficiency becomes ηesc = 1− cosθc , where θc is the criti-
cal angle of the material. Third, we account for the mismatch between the laser
spot size (∼ 11µm×2µm, section 3.5.1) and collection area of the parabolic mirror
(∼ 10µm×10µm), meaning that not all photons emitted from the sample are col-
lected. Taking into account the collection area of our mirror and the dimensions of
our laser spot, we calculate this loss factor to be ηspot ≈ 0.7. Finally, the collection
efficiency of the rest of the optical system is accounted for using the calibration
obtained from transition radiation (TR), as described in section 3.4.2. However,
we need to correct for the fact that TR exhibits a toroidal angular emission pat-
tern [26, 32], in contrast to the Lambertian pattern typically observed for semicon-
ductors [26]. Taking into account the geometry of our parabolic mirror, the collec-
tion efficiency is ηTR = 0.82 for TR and ηLamb = 0.86 for Lambertian emission [41].
Hence, we can express the quantum efficiency in PL as

QEPL = hc

(1−R)P0Tλexc

ηLamb

ηTRηescηreabsηspot

∫ λ2

λ1

S(λ)

ηcoll(λ)
dλ . (3.3)

Here, S(λ) is the acquired spectrum, in units of counts per spectral bandwidth, and
ηcoll(λ) is the collection efficiency of the system (Fig. 3.5b). The limits of the inte-
gral, λ1 and λ2, are taken such that they include the entire PL emission spectrum.

CL QUANTUM EFFICIENCY

The excitation process in CL is fundamentally different from the PL case. After
entering a material, the primary electron, with energy E0, deposits energy in the
sample through inelastic collisions. One of the dominant interactions of high en-
ergy electrons with a material is the generation of bulk plasmons (also referred
to as volume plasmons), defined as the collective oscillation of valence electrons
[13, 28, 29]. The energy of a bulk plasmon (Eplasmon), typically 10−30eV, is deter-
mined by the density of valence electrons of the material [13], and is thus char-
acteristic for each material. The excited bulk plasmons decay through the excita-
tion of high-energy carriers, which thermalize to the lower states of the conduction
band by generating carriers with lower energy, phonons and secondary electrons
[28, 164, 165].

We then define the maximum number of thermalized carriers, with energy EBG,
generated in CL as

Ncarr = Np Nc,p
I T

q
≈ (1−Γ)

E0

EBG

I T

q
(3.4)
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where Γ is the fraction of back-scattered electrons, I is the electron current, T is
the acquisition time and q is the electron charge. Np = E0/Eplasmon is the max-
imum number of plasmons created per electron, and Nc,p = Eplasmon/EBG is the
maximum number of thermalized carriers created per plasmon. The approximate
sign in the last equality of Eq. 3.4 represents the fact that in practice the number of
carriers (Np and Nc,p ) is an integer, which is taken into account in the calculations.

In order to calculate the number of emitted photons (Nemitted) we consider the
same losses as in the PL case, except for the loss related to the mismatch between
the laser spot and collection area of the mirror (ηspot). In CL, the excitation of elec-
trons is very localized, and thus all photons are efficiently collected by the parabolic
mirror. The expression for the quantum efficiency in CL is

QECL = EBG

(1−Γ)E0

q

I T

ηLamb

ηTRηescηreabsηspot

∫ λ2

λ1

S(λ)

ηcoll(λ)
dλ , (3.5)

with S(λ) the CL spectrum in units of counts per spectral bandwidth.

We should note that the method and model presented here to calculate PL and
CL quantum efficiencies might result in less accurate results than conventional
techniques, such as PL quantum yield quantification [166] or direct EQE measure-
ments. This lower accuracy is due to the error in the quantification of the spectra
(∼ 30%, as discussed in section 3.4.2). However, it enables direct comparison of PL
and CL efficiencies at the same conditions and on the same area on the sample,
which is critical to study the differences between electron and light excitation.

EXPERIMENTAL CL/PL QUANTUM EFFICIENCY

Figure 3.15 shows the CL quantum efficiency obtained for GaAs (a) and GaN (b)
samples as a function of electron energy, extracted from the data presented in Figs.
3.13 and 3.14, respectively. We observe quantum efficiencies in the 10−4 − 10−2

range for GaAs and in the 10−4 −10−3 range for GaN, which is reasonable consid-
ering reported values in literature [167, 168]. The quantum efficiency exhibits an
increase with increasing electron energy in both GaAs and GaN of more than 1 or-
der of magnitude. We hypothesize that this enhancement is due to the effect of
surface recombination, as previously proposed in CL studies of GaN [169]. Surface
recombination is known to impact the quantum efficiency in both GaAs and GaN
[167, 170]. Electrons with larger energies penetrate deeper inside the material, as
discussed above (section 3.7.1), thus creating carriers that are further away from
the surface.

The PL quantum efficiency is also plotted in Fig. 3.15 for both GaAs and GaN
(a and b) upon excitation with the 2nd and 3rd harmonic of the laser (green and
blue horizontal lines, respectively). In GaAs, the extracted quantum efficiency is
higher when exciting with the 2nd harmonic compared to excitation with the 3rd

harmonic (∼ 10−4 and 10−3, respectively). Given the larger absorption depth when
using the 2nd harmonic beam (Fig. 3.12), these results match with the hypothesis
that surface recombination is the mechanism responsible for the increase in quan-
tum efficiency with increasing electron energy.
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Figure 3.15: PL and CL quantum efficiency of GaAs and GaN. (a) CL quantum efficiency for GaAs ex-
tracted from the experiments shown in Fig. 3.13 and calculated using Eq. 3.5 for different electron en-
ergies, together with the PL quantum efficiencies (Eq. 3.3) for excitation with the 2nd and 3rd harmonic
laser beams (green and blue horizontal lines). (b) Same as in (a) but for GaN (data from Fig. 3.14).

An additional explanation could be that the increase in quantum efficiency is
related to the redshift in the emission spectra observed for both GaAs and GaN
(Figs. 3.13 and 3.14). However, heating of the lattice, which produces a redshift,
typically results in lower quantum efficiencies [155, 171, 172]. Hence, it is less likely
that these effects are correlated, and the decrease of efficiency due to temperature
might be weaker than the enhancement due to reduced surface recombination.

Finally, we found that the PL quantum efficiency upon excitation with the 2nd

harmonic at high power (2.5 mW, same as in Fig. 3.13b) is also larger than at lower
power (2.0µW, solid lines in Fig. 3.15). A possible explanation for this could be
saturation of non-radiative traps, either surface or bulk defects, thus leading to an
improved quantum efficiency.

These results show that electron and laser excitation can result in different quan-
tum efficiencies, which should be taken into account when performing PP-CL mea-
surements. To fully elucidate the mechanisms behind the increase the changes in
CL quantum efficiency we should perform further experiments, such as a system-
atic comparison of passivated samples, which are beyond the scope of this section.
The method presented here to extract PL and CL quantum efficiencies offers a way
to perform quantitative studies of both luminescence mechanisms.

3.7.4. CARRIER DYNAMICS

Finally, our PP-CL setup also allows us to study both PL and CL temporal decays.
Here we perform time-resolved measurements on GaAs using the TCSPC setup dis-
cussed in section 3.4.3. Figure 3.16 shows CL decay traces obtained when exciting
with 10 and 30 keV electron pulses (a and b, respectively) for different number of
electrons per pulse. The number of electrons per pulse ranges from 2 up to ∼ 720
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Figure 3.16: Decay dynamics in GaAs. (a) CL time traces obtained upon excitation with a pulsed electron
beam (10 keV) containing an average of 2, 30, 110, 250, 380 and 720 electrons per pulse (light to dark
orange). (b) Same as in (a) but for a 30 keV beam, with 0.4, 6, 30, 60 and 190 electrons per pulse (light to
dark blue). (c) PL time traces obtained after laser excitation (3rd harmonic, λexc = 345nm) for increasing
energy per pulse (3, 46, 113 and 211 pJ, light to dark purple). (d) Same as in (c) but for excitation with the
2nd harmonic (λexc = 517nm, ) (4, 105, 232, 334 and 498 pJ, light to dark green).

in the case of 10 keV (light to dark red curves), and from less than 1 to ∼ 180 for
30 keV (light to dark blue curves). The experiments were done using an extractor
voltage of 650 V. We also performed PL experiments obtained when exciting the
sample with the 3rd and 2nd harmonics of the laser (c and d, respectively), and for
increasing energy per pulse (from ∼ 3 up to ∼ 500pJ), using a laser repetition rate of
5.04 MHz. In all cases we observe a dominant fast decay in the 100−200ps regime.
Interestingly, both CL and PL signals exhibit slower decays for increasing fluence,
either electrons or photons. This observation is in contrast with the trends expected
when only bimolecular or Auger processes dominate the recombination processes.
In those cases, an increase in the initial carrier density leads to a faster decay of the
signal [172, 173].

To further explore this effect, in Figure 3.17 we plot the characteristic 1/e time
(τc ) as a function of the deposited energy per pulse, for both CL (a) and PL (b). The
CL data shows a linear increase of τc from ∼ 100 up to ∼ 180ps. The trends for
10 and 30 keV electrons are very similar, despite the difference in energy density
(which is directly related to carrier density) expected for different electron energies
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Figure 3.17: PL and CL decay times vs. injected energy. (a) Characteristic time (τc ) in CL as a function of
the deposited energy per pulse for 10 and 30 keV electron beams. (b) Same as in (a) but for PL obtained
upon laser excitation with the 2nd and 3rd harmonics.

(see section 3.7.1). This observation also suggests that bimolecular and Auger re-
combination are not the dominant decay mechanisms, since they directly depend
on carrier density.

In the case of PL, we observe a difference between excitation with the 2nd or 3rd

harmonic laser beams. Irradiation with the 3rd harmonic results in a characteristic
time increasing from ∼ 80 to ∼ 160ps for increasing deposited energy, which is in a
similar range as the decay times found in CL. In this case the trend is sub-linear, and
shows a gradual saturation for increasing energy per pulse. Instead, when using the
2nd harmonic beam we obtain larger τc . We observe an increasing trend from ∼ 180
to ∼ 280ps, up to an energy per pulse of ∼ 90pJ, above which the decay time slightly
decreases to ∼ 240ps.

An increase in decay time for larger injected carrier densities has been previ-
ously observed and attributed to saturation of defect states [174–177]. At low in-
jection levels, carriers have a high probability of being trapped. Instead, at higher
injection levels, an increasing number of defects is occupied, thus effectively re-
ducing the recombination rate of carriers. This hypothesis should be validated
with further experiments and modelling. Time-resolved experiments at low tem-
perature could help to evaluate the contribution of defects states to the observed
decay times. Moreover, a complete decay rate model including the different recom-
bination paths should be developed for a full understanding of carrier dynamics in
GaAs.

Overall, the comparison between CL and PL excitation volumes, deposited en-
ergy densities, spectra, quantum efficiency and carrier dynamics provides insights
into the differences between electron and light excitation of semiconductors, which
should be accounted for in PP-CL experiments.
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Figure 3.18: CL and PL measurements on CZTS. (a) SE image of a CZTS sample together with the corre-
sponding CL map (b), showing the CL signal integrated over a 600−1000nm wavelength range. (c) PL
(green) spectrum obtained upon excitation with the 2ndd harmonic laser beam, together with the CL
spectrum (blue) obtained when using a 10 keV pulsed electron beam. The CL signal is a factor 100 lower
than the PL signal. (d) PL (green) and CL (blue) decay traces obtained under the same conditions as (c).

3.8. EXAMPLE OF A PP-CL MEASUREMENT
Finally, we discuss the procedure and analysis of a complete PP-CL experiment.
The PP-CL setup enables two possible configurations, with the electron acting ei-
ther a pump or a probe. A full study of a PP-CL experiment in which the electron
acts as a pump is presented in Chapter 4. Here, we describe the first results ob-
tained using the second configuration of the setup, in which the electron acts as a
probe.

We perform our study on a Cu2ZnSnS4 (CZTS) sample, which was fabricated
by the group of Prof. X. Hao at the University of New South Wales (Sydney). The
sample consists of a ∼ 800nm-thick CZTS layer deposited on top of a Mo/glass
substrate. A ∼ 3nm layer of Al2O3 is deposited on top for passivation. CZTS is
a promising new photovoltaic material, based on fully earth-abundant materials,
and thus knowledge of its carrier recombination dynamics is important for further
use in solar cells [178, 179].

Figure 3.18a shows a SE image of the sample obtained with a 10 keV continuous
electron beam (∼ 154pA), from which we observe the different grain boundaries.
We also show a CL map acquired simultaneously (Fig. 3.18b). The CL colormap
represents the normalized CL signal integrated over the entire wavelength range,
thus showing the dependence of CL emission on the position on the sample. The
CL map reflects the position of the grain boundaries, with the darker regions cor-
responding to the edges of the grains. This spatial dependence of the CL intensity
could be due to non-radiative carrier recombination near the grain edges, as well
as differences in electron excitation efficiency and CL escape probability. A more
detailed analysis is necessary, such as a g (2)(τ) analysis, as discussed in Chapter 5,
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from which we can extract the electron excitation efficiency.

CL and PL spectra of the sample are shown in Fig. 3.18c. The PL spectrum was
obtained when exciting the sample with the 2nd harmonic laser beam (λ= 517nm,
25 pJ per pulse at 25.19 MHz). We use a 532 nm long-pass filter in the detection
path to suppress the remaining pump light. The CL spectrum was obtained under
a 10 keV pulsed electron beam containing 636±33 electrons per pulse. We attribute
the uncertainty in the number of electrons per pulse to the the variation of 4th har-
monic laser power used to generate electron pulses. Here we used photoemission
conditions for high current (Vext = 650V, C1 = 540V, 1 mm aperture, see Chapter
2), thus resulting in a low spatial resolution. The CL spectrum has been multiplied
by a factor 100 for easier comparison to the PL spectrum. The electron and laser
beam conditions described here correspond to the ones used in the pump-probe
experiments shown below. Both spectra exhibit an emission peak centered around
918 and 926 nm for CL and PL, respectively. These spectra are similar to the ones
obtained in other works under optical excitation [160], and are usually attributed to
close-to-bandgap emission. The differences in peak wavelength emission between
PL and CL could be due to different levels of saturation of shallow tail states in each
case. In our sample, we have also observed a change of PL peak emission as a func-
tion of laser power, similar to previous studies, which is attributed to saturation of
trap states [160]. The small sharp peak around 1035 nm observed in the PL spec-
trum corresponds to the second-order diffraction of the excitation laser beam from
the spectrometer grating. Fig. 3.18d shows PL and CL decay traces obtained using
the TCSPC setup, which we used to temporally align the arrival of electron and laser
pulses on the sample.

Next, we performed pump-probe experiments. Given the large difference be-
tween the CL and PL signals (PL is a factor 100 larger) we used lock-in detection,
as described in section 3.4.4. The electron beam was modulated at a frequency
of 287 Hz. The output voltage of the MPPC module was below 300 mV when col-
lecting both PL and CL, which is well below the saturation value of the detector at
25.19 MHz (Fig. 3.7c). A PP experiment consists of the acquisition of N sets of mea-
surements, each at a different position of the delay stage, corresponding to a certain
delay between electron and light pulses. These N measurements are performed in a
random order, such that we can disregard any artificial trends due to sample degra-
dation or drift in the system. At each position of the delay stage we perform one set
of measurements, consisting of 2 acquisitions: CL, that is, only electrons exciting
the sample, and PP, i.e., laser and electron on the sample. In the CL-only measure-
ment, the light-injection path is mechanically blocked with a software-controlled
flip mount, such that the laser beam does not excite the sample. Hence, we acquire
only CL emission. We record the average signal read by the lock-in amplifier during
the exposure time Texp, and repeat the acquisition n times to improve the statis-
tics. Here we used Texp = 30s and n = 4. The CL emission is recorded at every delay
position to compensate for effects such as sample degradation or fluctuations in
the electron current. Next, the light-injection path is unblocked such that electrons
and light excite the sample synchronously, thus producing both CL and PL. The
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Figure 3.19: Pump-probe measurements on CZTS using a lock-in amplifier. (a) Signal obtained when
exciting with only electron pulses (CL, blue) and electron and light pulses (PP, black) at different delays
between electrons and light. A positive delay is defined as the arrival of the electron pulse after the light
pulse. (b) Normalized CL change as a function of delay. We observe an increase in the CL signal right
after optical excitation of the sample, which decreases for increasing delay.

signal is recorded by the lock-in using the same settings as in the CL-only measure-
ment (Texp and n). Hence, a set of measurements at each position of the delay scan
takes a time of 2nTexp (here, 4 min). We could add a third measurement of PL-only,
such that the laser beam that is focused on the electron cathode (4th harmonic)
is blocked. However, the PL background signal read by the lock-in amplifier was
negligible (< 1µV, compared to ∼ 100µV of CL), thus this was not needed.

The results of a PP experiment on CZTS are shown in Figure 3.19. We used an
electron current of 1.28± 0.13nA (318± 39 electrons per pulse). All other excita-
tion parameters were kept the same as for the spectra and decay traces shown in
Fig. 3.19. We scanned the delay line over a range from −0.5 to 3.5 ns with step size
of δt = 0.25ns. Positive delay is defined as the arrival time of the electron pulse
(probe) after the laser pulse (pump). The entire experiment took ∼ 1h, which was
split into two shorter scans of ∼ 30min each, scanning from −0.5 to 3.5 ns with
δt = 0.5ns, and from −0.25 to 3.25 ns, also with δt = 0.5ns. Long acquisitions can
be challenging due to drift of the alignment of the laser beam on the electron cath-
ode, thus decreasing the current on the sample. Hence, splitting an experiment into
short scans allows us to perform realignment in between measurements if needed.
Moreover, keeping the electron cathode at a low temperature for a long period of
time results in a decrease in the emitted current, thus it is desirable to quickly warm
up the tip in between measurements (see Chapter 2 for details).

Panel (a) of Fig. 3.19 shows the peak-to-peak voltage read by the lock-in ampli-
fier for CL (blue) and PP (black) at the different positions of the delay stage. The CL
signal is around 100µV, with variations of up to 25 %, which we attribute to fluctua-
tions in the power of the laser beam that excited the electron cathode (∼ 1Hz). The
PP data exhibits similar variations, but its absolute value is systematically larger
than the CL one at small delays. To further analyze the pump-probe effect, we di-
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vide the change in CL, defined as ∆C L = PP −C L −PL, by the CL signal. A value
of zero means that the CL emission is unaffected by the presence of the laser. In-
stead, in Fig. 3.19b we observe a clear initial enhancement of the CL signal near
zero delay. The increase in CL is ∼ 17% at zero delay, and decreases for longer
pump-probe delay. Similar trends were reproduced on different positions on the
CZTS film. The error bars in the figure are calculated from the standard devia-
tions of the CL and PP measurements in panel (a). The mechanism responsible for
this CL enhancement is preliminary attributed to the filling of defect states by the
laser beam, and the subsequent emptying of these states in the ns timescale. Fur-
ther measurements and modeling are now ongoing to study these PP-CL transients
more in detail, which account for the different carrier recombination rates, includ-
ing bimolecular recombination, and monomolecular recombination through de-
fect states. These measurements represent the first initial studies of PP-CL using
electrons as a probe and with dependence on the delay between electron and light
pulses.

3.9. CONCLUSION
In this chapter we have presented the design of a new instrument for pump-probe
cathodoluminescence experiments. In the first part of the chapter we have dis-
cussed the technical implementation of the setup, based on the coupling of a fs
laser to the electron cathode and sample chamber of a Quanta 250 FEG SEM. The
setup allows for different types of analysis of the luminescence emitted by the sam-
ple (either PL or CL), including spectroscopy, time-resolved and autocorrelation
measurements, and lock-in based detection. The spatial overlap of electron and
light pulses on the sample is performed by visualizing the laser spot on the sam-
ple, or by analyzing the angular emission of the PL light, while the temporal over-
lap is achieved by monitoring the arrival time of electrons and light through time-
resolved PL and CL measurements.

In the second part of the chapter, we discussed some important considerations
to take into account when performing pump-probe experiments. We compared
electron and light excitation mechanisms in terms of interaction volume, density
of deposited energy, emission spectra, quantum efficiency and carrier dynamics.
Experimental data on GaN and GaAs show that excitation with increasing electron
energy results in a redshift of band gap emission, as well as an increased quantum
efficiency compared to PL experiments performed on the same area on the sample.
Time-resolved measurements on GaAs show the same trends for both electron and
laser excitation. We observe that the characteristic time increases for increasing
fluence, which is preliminarly attributed to saturation of defect states.

Finally, we presented initial studies of PP-CL measurements on Cu2ZnSnS4, in
which we used the electron as a probe. We observe that excitation of the sample
with the laser results in a transient CL enhancement on the ns timescale. A second
configuration of our PP-CL setup is illustrated in the next chapter, in which the
electrons act as a pump.




